Enriching Texts with Interpretable Topics of Propositions NLP & IR Group, UNED

Juan del Rosal 16,

Henry Anaya-Sanchez and Anselmo Penas 28040 Madrid, Spain
{henry.anaya, anselmo}@lsi.uned.es http://nlp.uned.es

Advances In Distributional Semantics Workshop (Co-located with IWCS 2015)

~___________Motivation Methodolog

Enriching sentences with topic-like events

* We consider the task of semantically enriching texts at the sentence level * A similar generative story to that of LDA to label each z; with topic:
using proposition-based topics that model the main events underlying = ) (st ) z'i €T = {ty, ot}
throw(person,ball) make(person,play) . . . .
the texts. throw(quarterback, touchdown pass) do(person. thing) but considering the collection {z;}; as a single document.
* The aim is to obtain semantically deeper representations of texts to be throw(quarterback, ball)

catch(person,ball)

applied for further text analysis; e.g., to predict basic actions, events or score(person, point) * Each topic is learned as an explanation of a given class-based proposition :

sentences in a text document.

Our approach

3 z; behind each topict

- J - J

* Topics are not so latent and we use a fixed p(z|t) = p(z|z;) (a stochastic

| mapping between class-based propositions estimated from co-occurrences).

* A general methodology that extends the framework of PTM to allow | | 2=t r= r=t,

mapping natural language sentences to a topic-like representation of | | l _ .

events based on distributions of propositions; where each distribution is | |! * Constrained sampling for z = r(cy, ..., Carity(r)):

deemed to be a human interpretable abstraction useful to describe the | |i| 2= throw (<quarterback>, <touchdown, pass>) | | = z,= make(<person>, <play>) zy= score (<person>, <point>) possible topics are those behind z* = r*(c*l, e c*an-ty(r*))

main actions involved in the sentences. R, / """"""""""""""" / f """"""" | where PMI(r,r*) and PMI(z, z*) are greater than a threshold.
* Provides an enriched representation for sentences that describes their s,= throw (Stevz;/sost;ng, touchdown 1 o _ - ke(Brent Jones, incredible play) S5 score(BrenthOc;:S&animportant =

main contents, even though the propositions in the descriptions do not ﬁ Com oonhent Lea rnin

explicitly appear in the texts.

PHETHY abp * Classes:

Input text: Steve Young threw a touchdown pass to Brent Jones,

who made an incredible play to score an important poin * / /
: " i p(elars) & > > p(elep(e’la)p(aldy,)
Basic components et ded

A PS (i.e., a collection of propositions gathered from a reference Enrichin ument instances with classes We define C,; = {c | p(c|4,;) > 80, PMI(c, 4r;) > vo}

collection of unlabeled texts) S = {s;}; representing the BKB from which
to learn the statistical models to base the enrichment of an input text.

Si = ri(ai,b ) ai,arity(rl-))

* Class-based SPF model:
Label z; = 1;(z[1], ..., z;[arity (1)]) ass-base mode

For each r, we need to infer some priors for the tuples in €y X - X Gy grityr)-

* Aset of classes C = {cq, ..., C|C|} such that: We consider a Gibbs sampling procedure that randomly assigns a class-based
, , where z; = argmax, p(z|s;) , ition t hs= ( _ ) rdine to:
instances of predicate argument A, ; can be represented by C,; € C. arity(ry) Proposition to €ach s = 7{Qy, ..., Aarity(r) ) AcCOrAl %)0-
l arity(r
: ng, + o
. _ p(z =Tk | 1) < p(z=T({k) 1_[ p(ai,j|Z[/]) p(z =T |s) x — 1_[ p(a;|z[i])
* A class-based selectional preference model I that maps each predicate r =1 N + aK =

to a discrete distribution of class tuples that model the stochastic

generation of individual propositions with the form
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